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Abstract 

The growth of big data is evident as organizations’ application of information technology 
continue to improve and data storage costs continue to fall. The growth of big data presents an 
opportunity for organizations to better understand their customers, develop strategies that will 
generate additional revenue, and grounds for business model innovation. However, a very small 
portion of data collected by organizations gets analyzed. This scenario creates a loophole that 
may deny established business additional revenues, and threatens their long-term existence if 
new market entrants explore this weakness. Intelligence-driven organizations analyze data to 
generate actionable insights that guide decision making. Customs administrations generate 
huge amount of unstructured data, but what percentage gets analyzed? This paper presents two 
frameworks that can be customized by customs to develop strategies for intelligence-driven 
operations. First, is the SCALE framework that defines attributes of intelligence-drive 
organizations and secondly, the data-value framework that defines how organizes can transform 
data to value. These frameworks are enhanced by a review of three customs services in the 
world.  In summary, two key lessons are reviewed. First, is the focus on enterprise-wide 
adoption of analytics and secondly, is the role data in becoming intelligence-driven. The paper 
concludes by highlighting use cases where customs can leverage machine learning capabilities 
to enhance operations.  
Keywords: intelligence-driven, big data, analytics, customs, machine learning 
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1. Introduction  
The amount of data generated globally is expected to reach 

44 zettabytes by 2020 Desjardins (2019). This represents an 
exponential growth of data driven by interactions of people 
using mobile devices and internet Devakunchari (2014), Khan 
et al. (2014), Andersen et al. (2018). Some of this data is 
produced as a by-product of a process, usually referred to as 
digital exhaust data McKinsey (2011). In a single day, 500 
million tweets are sent, 294 billion emails are sent, 4 petabytes 
of data content is created on Facebook, 5 billion searches are 
made, 65 billion messages are sent on WhatsApp Desjardins 
(2019). The demand for using evidence-based decision-
making has led to growing trends in faster processing and data 
analysis Devakunchari (2014), Michael and Miller (2013). 
Faster processing of big data requires specific techniques, 
including machine learning, data mining, and visualization 
Khan et al. (2014). Machine learning is a subset of artificial 
intelligence. Machine learning applies algorithms that are able 
to learn from data without being explicitly programmed Pyle 
and Jose (2015). Organizations planning to create new value 
through data must be deliberate to invest in the right resources 
Batistič and Laken (2019). A combination of resources and 
capabilities, including information technology infrastructure, 
organizational culture, and skill set will create new value 
Fosso et al. (2015), Gupta and George (2016). This 
combination stimulates data-driven decision-making 
capabilities, increasing the precision of judgements McAfee 
and Brynjolfsson (2012).  

The amount of data that is analyzed remains very low. 
Henke et al. (2016) show that only one (1) percent of data is 
analyzed,  Gantz & Reinsel (2012) show only 0.5 percent of 
data is analyzed. Data analytics is required for organizations 
to become intelligence-driven Andersen et al. (2018), 
Dyckhoff et al. (2012). Intelligence-driven organizations have 
to deliberately stop making decisions based on common sense 
and adopt algorithms and systems that are able to learn based 
on big data Andersen et al. (2018). Intelligence-driven 
organizations have a capability to SCALE. This means that 
intelligence-driven organizations can sense (observe and 
record both external and internal environment), comprehend 
(use data to discern context, detect patterns and make 
inferences), act based on evidence-based insights, learn 
(acquire knowledge to adapt and improve behavior), and 
explain (show how something works, articulate purpose, set 
direction) their environment and their interactions with it 
Andersen et al. (2018).  

Customs administrations generate huge amounts of raw 
data. This data majorly includes transactional data relating to 
imports, exports, transit, transshipment, and warehousing. In 
addition, customs agent and trader data including importers, 
exporters, goods description, values, quantity, and company 

ownership details including directors and staff details is 
available. Raw data does not offer any guidance on what 
actions should be taken Dyckhoff et al. (2012), Sclater, Webb 
and Danson (2016). Actionable insights should be generated 
to offer the necessary guidance Jørnø and Gynther (2018). The 
data generated by customs forms a very useful source of 
insights that could transform risk management, compliance 
management, enhance efficiency in operations, improve 
revenue, and ultimately become an intelligence-driven 
organization. This paper presents a review of two proposals on 
how organizations can transform to become intelligence-
driven, lessons that Kenya Customs can learn from other 
customs, and finally, the use cases that customs can adopt in 
its quest for becoming intelligence driven.  

2. Empirical review 
This sections seeks to clarify two things: first, is to examine 

the characteristics of intelligence-driven organizations and 
secondly, how organizations can transform data to create new 
value.  
2.1 Intelligence-driven organizations 

Facebook took 3 years to reach 50 million users, WeChat 
took 1 year to reach the same number of users. Mobile phones 
took 12 years, internet 11 years, computers 14 years, credit 
cards 28 years. Interestingly, Pokémon Go took only 16 days 
to reach the same number of users Desjardins (2018). 
Technological advances create a capability that ensures 
businesses can attract huge number of users in a very short 
period of time due to presence of network effects, faster 
communication, and the nature of goods Desjardins (2018). 
To succeed in this fast changing environment, businesses have 
to be intelligence-driven Andersen et al. (2018) and 
deliberately invest in organizational innovation Fjeldstad et al. 
(2012), Galbraith (2010). To understand the characteristics of 
intelligence-driven organizations, this paper will use 
Andersen et al. (2018) SCALE framework. These 
organizations are intelligent systems that can Sense, 
Comprehend, Act, Learn, and Explain (SCALE). The 
framework is presented diagrammatically in the figure below: 

 
 
Figure 1: Intelligence-driven organizational characteristics:  

Source: Andersen et al. (2018) 
Sense 

Intelligence-driven organizations are able to sense: a 
capability to observe and register the external and internal 
environment Andersen et al. (2018). Organizations are able to 
sense the need to make necessary changes internally as well as 
externally Teece, Pisano, and Shuen (1997). This need is 
identified through data analytics. This data is generated from 
different sources: internet of thing devices, customer data 
available on digitally enabled devices and services, as well as 
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primary data from core systems. For customs, this data will 
originate from sensors (electronic cargo tracking system), 
declarations data, licensing data, offence data, data from third 
parties, staff feedback, and social media data sets. The sense 
characteristic should enable customs know what is happening 
in their environment. This condition must be met for the other 
attributes to be defined.  

Comprehend 
Data collected from sense is raw data, and will not be useful 

without analysis to generate actionable insights. Comprehend 
involves analytics to discern context, detect patterns, and 
make inferences Andersen et al. (2018). To comprehend the 
environment, customs will need to deploy different models 
that can identify what is causing the observed behavior. For 
example, if customs revenue is declining while import 
volumes are growing, comprehend should help the 
organization to understand what is happening and propose 
ways of rectifying it. The proposed response could be modeled 
before it is deployed to ensure the actions will deliver the 
required results. Intelligence-driven organizations can scan 
the environment and derive meaning from the environment. 
This function should be automated or embedded into the core 
system. The outcome of comprehend is generation of 
actionable insights.  

Act 
This attributes refers to decision-making aspect based on 

insights generated at comprehend. Action maybe automated. 
For example, a number of organizations have deployed 
chatbots that are capable of responding to standard questions. 
In customs, customer queries including the clearance status of 
declaration, payment status, bond status, license renewal 
could be handled by a chatbot. Act could include performance 
measurement insights that could help organizations decide the 
nest step of action. In the United States, Joe & the Juice 
deployed a system to assess market potential in different 
locations Andersen et al. (2018). In customs, this could 
include decisions on whether a license applicant should be 
given license based on risk analysis of similar licenses. In post 
clearance audit, act could be used to develop a system that 
recommends which company should be audited based on past 
audit findings.  

Learn 
Learning is the ability to acquire knowledge, including 

experimentation, model improvement among others Andersen 
et al. (2018). This attribute includes rethinking on what data 
sets does the organization lack that, if available, can improve 
performance, service delivery, or risk management. For 
instance, if transit declarations data was shared by the country 
of destination with the customs where transit started, this will 
reduce the probability of dumping goods. Availability of this 
data will help customs in refining models on transit 
monitoring. Artificial intelligence models will create 
additional benefits. 

Explain 
Explain shows how something works, and machine 

learning models are limited in this aspect Andersen et al. 
(2018). These five attributes describe how intelligence-driven 
organizations work. For customs, these five attributes are 
necessary to become intelligence driven.  

2.2 Data to intelligence 
Customs data should provide guidance on which 

declaration is risky, which product has been undervalued, 
what product has been misclassified, which consignment 
should be targeted. This value is created purely through 
information exchange between different parties. Customs 
operations, therefore can be classified as an information-
intensive service Lim and Kim (2014). To create value from 
data, organizations need to have a clear strategy starting from 
systems design to how this intelligence will be used and 
applied. Systems should be designed to capture data in the 
most appropriate way, this data is transmitted and stored in a 
place that it can be accessed for analytics.  Customs can apply 
the data-value framework defined by Lim et al. (2018). This 
framework clarifies how data can be transformed into value. 
In the high level, this framework can be summarized as 
follows: 

 
 
 
 
 
 
Figure 2: Data-Value framework high level: Source: Lim et 

al (2018). 
Most organizations have data already within their servers 

and where third party data is required is well known. 
Additionally, organizations know very well the value they 
intend to create to serve their customers better, to improve 
service efficiency, to cut costs or to save time. The data-value 
framework, Lim et al (2018) acts as a bridge to connect the 
two sides. The framework has nine (9) steps to transform data 
to value. These are: data source, data collection, data, data 
analysis, information on the data source, information delivery, 
customer (user), value in information use, and provider 
network Lim et al (2018).  
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# Steps Descript
ion  

Example, 
RECTS 

Data 
source 

Identifica
tion of data 
source(s) 

Cargo tracking 
device (hardware), 
customs core system. 

Data 
collection 

How the 
information 
is collected 

Through GPS 
system, sensors 

Data Descripti
on of dataset 

Device location, 
state of device, time 
taken, distance, 
speed, direction, 
driver details, truck 
details, date. 

Data 
analysis 

What 
data analysis 
methods are 
to be used? 

Automated 
signals on diversion 
of cargo (in-built in 
the system), requires 
human intervention.  

Inform
ation on 
the data 
source 

What to 
be 
understood 
from the 
data source? 

Understand 
effectiveness of 
ECTS in preventing 
diversion or 
dumping, percentage 
of false alarms. 

Inform
ation 
delivery 

How 
information 
is to be 
communicat
ed 

Alarms, 
telephone calls, rapid 
response team. 

Custo
mer (User) 

Who will 
use the data 

Drivers, KRA 
customs, Traders, 
Regional revenue 
authorities. 

Value 
in 
informatio
n use 

How will 
the 
information 
benefit the 
user 

Protect local 
industries by 
preventing diversion 
and  dumping, apply 
intelligence-based 
targeting. 

Networ
k of 
providers 

Feedback 
to partners 
involved  

RECTS hardware 
manufacturers, data 
transmission service 
providers, regional 
revenue authorities.  

 
Figure 3: Data-Value framework:   Adapted from: Lim et 

al (2018). 
Developing such a step-by-step guide can help customs to 

become intelligence-driven. Customs knows what it intends to 
achieve in different operational areas. By working backwards, 
it possible to fill in the gaps and come up with strong strategies 
on how to achieve the required goals. 

 
 
 

Lessons from other customs services  
2.3 New Zealand customs 

New Zealand customs is moving towards intelligence-
driven customs operations. The New Zealand customs started 
transformation with the establishment of Joint Border 
Management System (JBMS); a Trade Single Window (TSW) 
system that links other agencies systems including passenger 
clearance and entries lodgment, and delivers tools for risk 
management and intelligence Okazaki (2017). JBMS was 
introduced in 2007 bringing together customs, department of 
labor, ministry of agriculture and forestry, and the ministry of 
transport, with a focus to deliver a practical way to improve 
border management in New Zealand customs (2015). The 
TSW provides an all-in-one model with a global data standard 
to achieve assurance in trade and travel New Zealand 
government (2012). The delivery of this solution has created 
a new capability that enables New Zealand customs to better 
predict threats, monitor trends, and target high risk 
transactions Okazaki (2017). In addition, it is now possible to 
monitor risks in the supply chain, achieve targeted 
interventions, and post entry assurance to ensure correct 
revenue is collected New Zealand government (2012). To 
support the JBMS, New Zealand implemented supporting 
legislations to ensure clear guidelines on data exchange and 
cooperation between government bodies. 

A report by KPMG (2019) clarifies that for customs to 
increase compliance and efficiency, data and analytics should 
be incorporated in their strategy. New Zealand established a 
joint border analytics team comprising experts from different 
organizations, including customs, immigration, and partner 
government ministers New Zealand Customs Service (2014). 
The team comprise of data modelers, data scientists, data 
wranglers, business analysts, and subject matter experts. The 
source of data for analysis includes data on cargo, passenger 
data, data on parcels and open data sources. To ensure 
intelligence and insights generated from this data is put to the 
intended use, New Zealand has implemented guidelines on 
data sharing, privacy impact assessment, and continuous 
engagement with the joint border analytics governance group. 
Privacy impact assessment ensures personal information’s 
privacy is not compromised during analytics New Zealand 
Customs Service (b).  

2.4 Her Majesty’s Revenue and Customs (HMRC)  
Organizations focused on becoming intelligence-driven 

should ensure they have assurance and integrity of systems 
and data. HMRC has implemented a Community System 
Providers (CSP) to address the issue of data quality and system 
assurance Okazaki (2017). As Okazaki explains, HMRC has 
symbiotic relationship with commercial operators enabling 
United Kingdom to have its intelligence tools embedded into 
the commercial systems. This delivers seamless data pipelines 
that ensure right data from the right source is available.  
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HMRC has deployed Connect system to detect and prevent 
fraud SAS (2014). The connect data warehousing and analysis 
project relies on over thirty (30) databases as a source of data 
Rigney (2016). A report by SAS (2014) highlights the benefit 
of using different datasets in tax administration: one data set 
may show a trader to be compliant but through other datasets, 
non-compliance will be identified. The Connect system has 
resulted in faster processing of documents, real-time detection 
of anomalies, and new opportunities for prevention and 
deterrence.  

2.5 Canada Border Services Agency  
Canada Border Services Agency (CBSA) has adopted 

enterprise data warehouse to manage big data, which it 
considers as an enabler Okazaki (2017). The data warehouse 
includes open source data to better manage risks related to 
cargo and people. According to Okazaki, the CBSA is 
exploring additional machine learning capabilities including 
facial recognition, lie detection and predictive modeling. The 
data warehouse and the advanced analytics team are being 
used to support CBSA’s targeting and pre-arrival clearance. 
As Slowey (2017) puts it, border management has evolved and 
the ability of customs service to leverage data analytics and 
exploitation of data to guide decision making will result in 
better protection to society, improved border services, and 
growth of revenue. To fully leverage data analytics for 
decision making, CBSA is focusing on the following three 
areas: data governance, business intelligence, and advanced 
analytics Slowey (2017). Data governance focuses on data 
integrity, management of data, and automation of manual data 
entry tools. CBSA has moved from analysis based on siloes 
and has linked diverse datasets to have an enterprise-wide 
approach including culture shift to support data-driven 
organization.  

2.6 Summary of lessons learnt  
The experience from New Zealand, HMRC, and Canada 

Customs Service provides evidence that Customs can become 
intelligence-driven. This means that customs service can 
become proactive in risk management, efficient in trade 
facilitation, and facilitative in terms of secure and legitimate 
international trade. In this section, the paper highlights some 
pitfalls to avoid in the quest for becoming intelligence driven.  

Focus on enterprise-wide adoption 
Organizations seeking to become intelligence-driven 

should develop strategies aimed at achieving enterprise-wide 
adoption of analytics for transformation to yield benefits. 
Focusing on some units of an organization becomes a 
hindrance from capturing the real value of AI Bisson at al. 
(2018). Customs may opt to start analytics in risk management 
with a small team of risk experts. After testing some 
algorithms and models, the analytics team may want to deploy 
the models to production environment. The model may work 
very well, flag risky declarations, save on time and enhance 
objectivity. However, if the customs officers at the borders are 

not familiar with the model workings, they would resort to 
using the manual risk analysis. Ultimately, the effort of 
analytics will not deliver the expected benefits. Organizations 
should, therefore, ensure enterprise-wide adoption of analytics 
and AI to realize benefits of transformation.  

Organizations can customize the framework developed by 
Bisson at al. (2018) to achieve an enterprise-wide adoption of 
AI and analytics, see figure 4 below. The framework is 
categorized into three areas: strategy, capabilities, and 
embedding analytics into decision making. Strategy requires 
organizations to incorporate analytics into the critical 
functional areas. Customs’ critical functional areas include 
cargo clearance, warehousing, valuation and tariff, border 
management, risk management, and revenue collection. 
Customs should therefore develop a strategy that incorporates 
analytics into these functional areas. Employees in each of 
these areas should then be equipped with the right tools and 
possess required skills to interpret results from analytics.  At 
all levels of management, there should be commitment to 
support the new model with top management setting a clear 
vision of integrating analytics across all operational areas. 
Organizations should focus on capabilities including 
capabilities on data, processes, technologies and people. There 
should be a clear determination to ensure data literacy at all 
levels of management. This will ensure customs officers have 
same understanding and data analysis results are interpreted in 
the same manner. This cohesive approach will result in faster 
adoption of intelligence consumption and decision making. 
Capabilities in data strategy including data ownership, data 
governance, data quality, data maintenance, and technical 
requirements for the data should be clearly defined Bisson at 
al. (2018).  

Organizations should invest in capacity building including 
acquisition of required technologies and talent as a starter to 
becoming intelligence-drive. However, organizations have to 
ensure the structure of the organization, culture, and work 
activities are aligned to support enterprise-wide adoption of 
AI, Fountaine et al (2019). To drive corporate wide adoption 
of AI technologies, Fountaine et al. (2019) proposes that 
organizations should focus on the following three 
transformations: First, organizations have to adopt cross-
functional collaboration. Business teams ought to work hand-
in-hand with analytics team to achieve broad AI adoption 
within an organization. Collaboration between diverse teams 
enables organizations to identify where new changes are likely 
to be required and plan in advance. Secondly, decisions have 
to be based on data. Wider adoption will require employees at 
all levels to deliberately trust machine-generated insights as a 
backbone for decision making. Human intuition and 
suspicions should be used to generate hypotheses that, once 
tested through algorithms, can be adopted in decision-making. 
Lastly, organizations should adopt agile, experimental, and 
adaptive model of operations. 
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The insights generated from analytics should then be 
translated into outcomes. Organizations should work on 
making analytics user-friendly and customized for different 
users Bisson at al. (2018). This requires deployment of correct 
tools including APIs, dashboards, recommendation engines 
and mobile Apps. There is a huge gap between organizations 
AI dream (what the organization intends to achieve with AI) 
and actual adoption of AI. Moldoveanu (2019) posits that this 
gap is not technical but organizational and cultural. Hall, Phan, 
and Whitson (2016) explain that for organizations to gain 
value from machine learning, there has to be a fundamental 
shift in culture to support data-driven decision making. There 
also exist a shortage of skilled personnel Hall et al.  (2016).  

Figure 4: Achieving enterprise-wide transformation: 
Source: Bisson et al. (2018) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Data 
Data, organizational culture and skills set a key pillars in 

becoming intelligence-driven. Organizations should keenly 
monitor the data they collect and store. The cost of dirty data 
diminishes the returns expected from data analytics. An 
estimate by Redman (2016) puts the cost of dirty data at USD 
3.1 trillion is US alone in 2016. Redman (2017) puts the cost 
of dirty data to be 15% to 25% of most companies’ revenues. 
Lee (2018) report show that data cleaning can take up to 80% 
of analyst’s time. A survey of 500 companies by Gartner 
(2018) show that data wrangling teams are growing and data 
scientists are taking 48% of time in data visualizations and 
46% in data preparation. This evidence should challenge 
customs to rethink data quality as it seeks to become 
intelligence driven. Customs data is submitted through third 
parties (clearing agents) in Kenya. Most of the critical data is 
descriptive: describing the attributes of a product including 
manufacturer, brand name, size, composition material, 
packaging type, intended end-use among others. These 
attributes play a very critical role in establishing the correct 
classification of a product and determining the correct value 
of the product. Submitting data with quality issues can lead to 
misclassification or undervaluation. To benefit from 

intelligence and proactive decision-making, customs should 
emphasize on data quality for any document submitted to 
customs. The scope should cover declaration data, import 
declaration form, additional goods description data, manifest 
data, transit declaration data, and any other information 
submitted to customs. Third party data sources should be 
verified for data quality issues including systems that integrate 
with customs system. Redman (2016) confirms that improving 
data quality will yield the best data opportunity.  
Organizations seeking to become intelligence driven should 
strive to have data issues addressed as soon as they are 
identified and if possible, at the point where data is captured 
or sourced from. 

The three customs services reviewed above have focused 
on data quality. Key data challenges including data quality, 
data privacy, data security and governance, data integration 
and preparation should be addressed at the source. A 
significant percentage of customs data is captured by 
merchants (clearing agents, importers or exporters) who may 
not have the same interest as customs. This agency issue 
introduces loopholes in data quality and data integrity. The 
merchants may not capture a complete dataset to customs, 
which customs require for classification, valuation, post 
clearance audit, and risk management. Missing some critical 
information may mean misclassification, or risky declaration 
is not detected, or full revenue cannot be collected. Customs 
in Kenya should develop strategies to improve data quality. 
This includes developing partnerships that can provide 
information direct from source, or third-party data providers 
who can validate what has been captured by a merchant. 

Machine learning use case in Kenya customs  
Google’s DeepMind achieved a 15% cooling efficiency 

above what human could do, PayPal is using machine learning 
to detect and prevent money laundering, a Singapore 
insurance company is using IBM’s technology to automate 
claims processing Brynjolfsson and Mcafee (2017). Machine 
learning creates a new capability for businesses to grow and 
optimize processes to serve customers better Wellers et al. 
(2017). Machine learning is not a new concept. It first 
appeared in computer science research in 1950s Hall, Phan, 
and Whitson (2016) but it is gaining momentum now due to 
growth and affordability of data storage and improvements on 
data processing capabilities. In business context, machine 
learning is a tool that can be applied in fields where data is to 
be applied and acted upon Awad and Khanna (2015). Are 
there machine learning use cases that customs can apply in its 
operations? This paper presents two possible use cases that 
customs in Kenya can apply. 

2.7 Machine learning and risk management  
Machine learning algorithms create a capability for 

businesses to develop models that can sift through huge data 
sets to identify patterns and trends that can be useful in risk 
management. Machine learning has potential to grow business 
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revenues. In the baking industry, traditional risk management 
techniques are not yielding the expected benefits Aziz and 
Dowling (2019). Babel et al.  (2019) estimates that machine 
learning improves risk management and could generate a 
value of over USD 250 billion in the banking industry. An 
analysis of machine learning models on credit markets have 
shown that deep learning models outperformed traditional 
benchmark models Son, Byun, and Lee (2016). Chorzempa 
(2018) explain that Chinese citizens have been lending 
informally to each other, making it hard for most of them to 
have formal credit history that could be used for formal 
lending. ZestFinance, a start up in the Chinese market is using 
customer data available on Baidu including buying history, 
search engine data, and other relevant data and applies 
machine learning techniques to determine the credit score of 
an individual Aziz and Dowling (2019). This evidence clearly 
show that machine learning has the potential to create new 
value.  

Customs operations involve examination of data captured 
by merchants to determine the risk level and the course of 
action. This calls for a balance between compliance and trade 
facilitation. Customs administrations should develop 
intelligence-based risk controls that can facilitate faster 
clearance without a compromise on compliance. The data 
submitted by merchants has patterns that can be identified 
through machine learning. Classification algorithms can be 
deployed to separate or classify declarations based on their 
risk scores. The scores can be divided into different classes as 
maybe necessary and the actions to be taken defined in the 
system. Risk scores could be mapped to the risk channels used 
in customs: Red for high risk, Amber for medium risk, and 
green for low risk. Classification algorithms include random 
forest, decision trees, neural networks, and K-nearest 
neighbor. Risk management in machine learning has the 
potential to deliver new value including faster clearance of 
cargo, intelligence-based targeting, proactive identification 
and prevention of risks, and growth in government revenues.  

2.8 Machine learning and recommender systems 
Recommender systems have grown in importance with e-

commerce and social media. On YouTube, the recommender 
algorithm gives a list of videos that are similar to what a user 
has viewed. In amazon, recommender algorithms show items 
that other buyers checked after viewing the item on display. 
On Facebook, recommender algorithms show a list of friends 
that you might know but you have not connected with. 
Recommender systems create value by helping customers 
discover new and relevant content based on their identified 
behavior. In customs, recommender system could be used in 
licensing, post clearance audit, and enforcement. In licensing, 
a recommender system can be trained to identify applicants 
who are compliant and using data captured in application, the 
algorithm will generate a recommendation score for all 
applicants. In post clearance and enforcement, recommender 

algorithms will identify taxpayers who, once audited, revenue 
yields will be high.  

3. Recommendation and Conclusion  
This paper has presented two frameworks that could be 

used by customs to develop a strategy to become intelligence-
driven. In addition, lessons that customs in Kenya can learn 
from other customs have been presented and a summary 
presented. It is important to ensure data collected by customs 
is of the required quality to avoid the costs and time-wastage 
associated with dirty and incomplete data. This paper 
recommends that customs should identify the future desired 
state and work backwards to the current state to identify what 
is required and what is missing to actualize the future state. 
This gap analysis will then be modeled into a strategy 
document that will define the operations of customs, where 
changes are required, where new skills and capacity is 
required. All officers within customs will need to be sensitized 
on the future state, trained, and their capacity enhanced to 
achieve the desired future state.  In conclusion, intelligence-
driven customs will result into safe and protected society, 
facilitation of legitimate trade, collection of government 
revenue in an efficient manner that ensures optimal allocation 
of resources. 
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